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Adaptive beamformers have been proposed as noise reduction schemes for conventional hearing
aids and cochlear implants. A method to predict the amount of noise reduction that can be achieved
by a two-microphone adaptive beamformer is presented. The prediction is based on a model of the
acoustic environment in which the presence of one acoustic target-signal source and one acoustic
noise source in a reverberant enclosure is assumed. The acoustic field is sampled using two
omnidirectional microphones mounted close to the ears of a user. The model takes eleven different
parameters into account, including reverberation time and size of the room, directionality of the
acoustic sources, and design parameters of the beamformer itself, including length of the adaptive
filter and delay in the target signal path. An approximation to predict the achievable signal-to-noise
improvement based on the model is presented. Potential applications as well as limitations of the
proposed prediction method are discussed armbrRIrRAN subroutine to predict the achievable
signal-to-noise improvement is provided. Experimental verification of the predictions is provided in

a companion papefJ. Acoust. Soc. Am109 1134 (2001)]. © 2001 Acoustical Society of
America. [DOI: 10.1121/1.1338557

PACS numbers: 43.66.Ts, 43.60.Lq, 43.60]JGVS]

LIST OF SYMBOLS OnRi ith coefficient of filterG 5
A,B,C,D models of impulse responses between acousdnLi ith coefficient of filterG,,_
tic sources and input of adaptive filtéef. h noise reduction of the adaptive filter, defined
Fig. 2) asE{d?}—E{e?
a ith coefficient of filterA k sample index
b; ith coefficient of filterB I distance between noise source and center of
c sound speed, m/s listener's head, m
d sum of both microphone signals, delayed byl distance between target signal source and
A samples center of listener's head, m
d’ sum of both microphone signals n signal emitted by the noise source
E{} expected value N number of coefficients in the adaptive filter
Fq coefficient to scale the direct portion of the W
impulse responseA andB N1,N5,Ng,Ng variances of noise signal at microphone 1,
Fo coefficient to scale the reverberant portion of microphone 2, sum of microphone signals,
the impulse responsésand B and output of beamformer, respectively
Fsample sampling rates 1/Tgympie HZ P cross-correlation vector
Go magnitude of the first coefficient of the im- P, ith element of the cross-correlation veckor
pulse response& and B Par direct-to-reverberant ratio of the noise signal
G, magnitude of the second coefficient of the at location of the listener
impulse response& and B Qur direct-to-reverberant ratio of the target sig-
Gnr impulse response between noise source and nal at location of the listener
Output Signal of rlght minOphone re critical distance, m
G impulse response between noise source angk autocorrelation matrix
output signal of left microphone s signal emitted by the target source
Gsr impulse response between target signalg ) ratio between rms value of a white noise sig-
source and output signal of right microphone nal in free field and on the surface of a rigid
Gg impulse response between target signal sphere

source and output signal of left microphone g 5 5. s, variances of target signal at microphone 1,
microphone 2, sum of microphone signals,
dElectronic mail: martin.kompis@insel.ch and output of beamformer, respectively
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T time constant for exponential decay of the Greek
filter coefficients modeling reverberation in

. . _ a, azimuth of noise source
impulse responseA and B, in multiples of :

the sampling Perio e ag azimuth of target §igna| source .
T, reverberation time of rorz)m, s A delay in target signal path betweedl and d, in
Tsample sampling perioek 1/F s;mpie S samples. )
Vv volume of room or enclosure, m €  output signal of the adaptive beamformer
W vector representing coefficients of the adap-O’iz variance of théth coefficient in filters A and B

tive filter ¥  angle between point on surface of a rigid sphere and
wo vector representing coefficients of the adap- direction of incidence of plane wave

tive filter in the adapted state v index of directionality of the noise source
X f?ferelgce signaldifference of microphone . index of directionality of the target signal source

signal
X vegctor of lastN values of signak Note: All parameters are dimensionless, unless otherwise
y output of the adaptive filter noted
I. INTRODUCTION DeBrunner and McKinney, 1995To date, they do not take

into account the length of the adaptive filter and reverbera-

Many users of cochlear implants and conventional heartion time of the environment, two factors which have been
ing aids complain about insufficient intelligibility of speech found to be of major importanc¢Petersonet al, 1987;
in noisy situations, even if the performance of their aid isPetersoret al, 1990; Kompis and Dillier, 1991; Greenberg
satisfactory in quiet environmentgochkin, 1993. As many  and Zurek, 1992; Dillieet al,, 1993. Most reports on adap-
hearing impaired listeners need significantly higher signaltive beamformer applications provide experimental data us-
to-noise ratios(SNR) for satisfactory communication than ing either speech recognition tests with normal hearing or
normal hearing listeners(Lurquin and Rafhay, 1996; hearingimpaired listenek®etersoret al, 1987; Kompis and
Valente, 1998 numerous noise reduction methods for hear-Dillier, 1994; van Hoesel and Clark, 1995; Hamackeal.,,
ing aids and cochlear implants have been propdsed and  1996; Welkeret al,, 1997 or different measures related to
Oppenheim, 1979; Graupet al, 1987; Soedeet al, 1993;  signal-to-noise ratio improvemen(Greenberg and Zurek,
Bachler and Vonlanthen, 1995; Whitmagtal, 1996; 1992; Greenbergt al, 1993; Dillier et al, 1993; Welker
Vanden Berghe and Wouters, 1998ome of the most etal, 1997; Kates, 1997 It is difficult to compare the re-
promising noise reduction schemes assume that target signaslts of these reports because of the numerous differences in
are emitted in front of the listener, while signals arriving the experimental setting, such as reverberation time, direc-
from other directions are considered to be ndiBeterson tionality of sound sources or filter adaptation. The effect of
et al, 1987; Soedeet al, 1993; Bazhler and Vonlanthen, each difference is hard to estimate because of the lack of a
1995. Directional noise reduction methods have been showitheoretical background or sufficient experimental data. In
to improve SNR and to be of practical use for the hard-of-this report, the noise reduction that can be achieved by a
hearing(Petersoret al,, 1987; Greenberg and Zurek, 1992; two-microphone adaptive beamformé@riffiths and Jim,
Kompis and Dillier, 1994; Valenteet al, 1995; Kochkin, 1982; Petersoret al, 1987 is analyzed. An approximate
1996; Cochlear Inc., 1997; Gravelt al, 1999; Wouters method to predict its noise reduction as a function of the
et al, 1999. Several methods are known to achieve spatiafesign parameters of the beamformer and the acoustic pa-
directionality. Besides the use of directional microphonesfameters of the acoustic environment including the sound
the output signals of sever@mnidirectional or directional ~ sources is derived. In Sec. Il, the investigated adaptive beam-
microphones can be postprocessed using either fixed dermer is defined. In Sec. lll, the assumptions for the theo-
adaptive postprocessiri@oedeet al, 1993; Kompis, 1998  retical analysis are discussed. Models of the impulse re-
In fixed postprocessing, all transfer functions between théponses between the acoustic noise sources and the
microphone signals and the output are time independent. lhkeamformer are presented in Sec. IV, and in Secs. V and VI,
adaptive postprocessing, the coefficients of at least one filtegn approximation to predict the achievable improvement in
are continuously adjusted to optimize noise reduction in thé&ignal-to-noise ratio is derived. Potential applications and
given environment. In generaL adaptive beamformeréimitations of the presented method to predict SNR improve—
achieve h|gher noise reductions at the expense of highéﬂents are discussed in Sec. VII. A short FORTRAN subrou-
computationa| loads and greater System Comp|em_ tine which performs the calculation to prediCt SNR improve—
Brunner and McKinney, 1995; Kates and Weiss, 1996:ment is included in the Appendix. Experimental verification
Kompis et al, 1999; Kompiset al, 2000. of the predictions is provided in a companion pa@€smpis

While fixed beamformers have been theoretically ana@nd Dillier, 2001.
lyzed and the achievable noise reduction can be predicted
based on these theoretical consideratit@sx et al, 1986; Il. THE ADAPTIVE BEAMFORMER
Stadler and Rabinowitz, 1993predictions of the perfor- Figure 1 shows a schematic diagram of the two-
mance of adaptive systems are rdwidrow et al, 1975; microphone adaptive beamform@griffiths and Jim, 1982;
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Room: Volume V

Noise Reverberation time T,
signal Critical distance r,
source W
signal n(k) ; o )
index of directionality y Distance  n FIG. 1. Schematic diagram of the adaptive beamformer

in the acoustic environment used to predict SNR im-
(K) 5 provements.

signal —>
source Distance | ¢

o
Target I:ﬂ f n

signal s(k)
index of directionality y ¢

Petersoret al,, 1987 considered in this research. Note that azimuth «, from the listener, wherey, is large enough to
some researchers prefer the te@riffiths—Jim beamformer give rise to a difference in the time of arrival of the noise
to describe the same system. signal between the two microphones of at least one sampling
Two omnidirectional microphones are mounted close tgperiod Ts;mpe NO movement of either the listener or the
the ears of a user. The sum and the difference of the twsound sources is allowed. The directionality of the acoustic
microphone signals is calculated first. As the target signasources is described by the index of directionajityfor the
source is assumed to lie in front of the listener, the €lim noise source ang; for the target signal source, defined as
will contain predominantly target signal, while the difference the ratio between the signal intensity emitted in the direction
signal x will contain mainly noise, as noise is assumed toof the listener to the intensity of a hypothetical omnidirec-
arrive from other directions. A finite-impulse response struc+tional source with the same total acoustic output poiies-
tured adaptive filteW transformsx in such a way that it can Brunner and McKinney, 1995 The head of the listener is
serve as a model of the remaining noisadinThe resulting modeled as a rigid sphere of 9.3 cm in radius, as proposed by
signaly can then be directly subtracted frainyielding the  Kuhn (1977 and used in an earlier studgKompis and
output e. The coefficients of the adaptive filter are updatedDillier, 1993). Two omnidirectional microphones are
by a least-mean-squar€kMS) algorithm (Widrow et al,, mounted on the surface of the rigid sphere opposite each
19795 which minimizes the total variance of the output sig- other, serving as inputs to the adaptive beamformer. The
nal. The LMS algorithm relies on the assumption that targeicoustic properties of the room are defined by any two of the
and noise signals are uncorrelated. The delay in the targéiree parameters volumé reverberation tim&, , and criti-
signal path betweed’ andd can be adjusted to optimize cal distancer.. Reverberation time is defined as the time
noise reduction. Typically, the length of the adaptive filter isrequired for the reverberant signal to decay by 60 dB. The
chosen in the range of 10-50 ms, and delay is set to 25%eritical distance is defined as the distance from an omnidi-
50% of the filter length(Petersoret al, 1987; Kompis and rectional acoustic source at which the direct-to-reverberant

Dillier, 1991; Greenberg and Zurek, 1992; Dilliet al, ratio is 1. The relationship between these parameters can be
1993; Kompis and Dillier, 1994 approximated by
The adaptive beamformer minimizes the variance of any
signal of which a—possibly linearly transformed—copy is _ [6In10V
present in the reference sigmal Due to reverberation and Fe™~ Aqc T_r (1)

misalignment of the target signal source with respect to the
microphones, in most practical situations a part of the targetherec is the sound spee@wicker and Zollner, 198y For
signal will be present in the reference sigmalTo prevent the calculations in the Appendix, a sound speed cof
target signal cancellation, several algorithms, which stop fil-=340 m/s is assumed. Both the noise and the target signal
ter adaptation when a target signal is detected, have be&gurce are assumed to emit white noise, with the signals of
proposed(Van Compernolle, 1990; Greenberg and Zurek,the two sources being uncorrelated. The adaptive beam-
1992; Kompis and Dillier, 1994; van Hoesel and Clark, former processing the two microphone signals is configured
1995; Kompiset al, 1997. Using one of these algorithms, as shown in Fig. 1 and defined by its sampling fatgmpie
filter adaptation is limited to time segments in which no tar-the number of coefficientdl of the adaptive filter, and the
get signal is present, e.g., the numerous short pauses thagmber of sampled of delay in the target signal path be-
occur in the running speech of a target speaker. tweend’ andd. A perfectly adapted filter is assumed, i.e., it
is assumed that filter adaptation took place in the absence of
the target signal and the coefficients of the adaptive filter
have converged to their optimal state. The state of the adap-
To predict the SNR improvement that can be achievedive filter is assumed to be frozen at the end of adaptation, so
by the adaptive beamformer, a simplified model of thethat only the noise signal, but not the target signal, has had
acoustic setting is assumed as follo@s the left-hand side an influence on the filter coefficients.
of Fig. 1 for a graphic representatiorA listener in a rever- In principle, no restrictions are imposed by the model on
berant room faces a single target signal source. A seconithe variances of either the noise or the target signal. How-
acoustic source, emitting the noise signal, is placed at aaver, in order to simplify calculations and without loss of

IIl. MODEL ASSUMPTIONS
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generality, it is assumed that the variance of the noise signal
n(k) equals 1, and room transfer functions are scaled in such
a way as to let the variances of the noise signal equal 1 in
both the sum signatl(k) and the difference signat(k).
Similarly, i.e., in order to simplify calculations and without
loss of generality, the variance of the reverberant portion of
the target signal at either microphone is assumed to be 1.
Clearly, some of the above-mentioned assumptions are more
limiting than others. The assumptions on the variances of the
target and noise signals exclude situations without any rever-
beration. To generate a difference of at least one sampling
period, at a sampling rate of, e.§.sampie= 10 kHz, the mini-
mum azimuth of the noise source must be roughly 10°FIG. 2. Relationship between the transfer functi@s, G, , G, and
which does not seriously limit general applicability. The Gs andA, B, C, andD.

model requires that the signals of both acoustic sources are

white noise. Furthermore, effects of the frequency depenadaptation-inhibition algorithms have been proposed and
dence of the acoustic diffraction by the head of the listener ofised in experiment§Van Compernolle, 1990; Greenberg
the directionality of the sound sources are not taken int@nd Zurek, 1992; Kompis and Dillier, 1994; van Hoesel and
account. While this is clearly unrealistic in light of the pre- Clark, 1995; Kompiset al,, 1997. Using one of these algo-
dominantly low-frequency speech and noise sounds, whichithms, it can be assumed that the target signal does not
are to be expected as input signals in a hearing aid applicsignificantly influence filter adaptation and filter adaptation
tion, this assumption becomes more acceptable when consithkes place in the presence of the noise signal gtbmpis
ering that the most frequently used adaptation algorithm, thet al, 1997. At filter lengths of 10-50 ms, which are usually
LMS algorithm(Widrow et al., 1979, minimizes total signal used for adaptive beamformers, short adaptation time con-
variance, i.e., the spectral components of a noise signal asants on the order of magnitude of 0.(Déllier et al, 1993;
reduced according to their relative power. Therefore, in nuKompis and Dillier, 1994 can be combined with small con-
merous realizations of the adaptive beamformer, microphoneergence errors. Therefore, the coefficients of the adaptive
signals are prewhitened by usually 6 dB per octave to acfilter can be reasonably expected to have converged, e.g.,
count for the importance of the spectral components witiluring the short pauses between the first words of an utter-
respect to speech intelligibilitPetersoret al, 1987; Dillier ~ ance of a target speaker.

et al, 1993; Kompis and Dillier, 1994; Welkeat al, 1997.

Usually, changes introduced by these pre-emphasis filters arg. MODELING OF THE IMPULSE RESPONSES
compensated by a de-emphasizing filter in the output path @ETWEEN THE ACOUSTIC SOURCES AND THE

the adaptive beamforméKompis, 1998. With these provi- MICROPHONES

sions, the spectra of the practically |mportapt speech signals The transfer functions between the two acoustic sources
actually being processed by the beamforming algquthm aP3nd the two microphones can be modeled as impulse re-
proach the white spectra of the model. Although it can besponseanR, Gy, G, and Gy, respectively. The first
shown - that proaqpap_d SNR Improvement CorrESpondgubscript(n or 9 marks the sourc¢noise or target signal
closely to an intelligibility-weighted measure of speech-to-

interf . ) b | 1993 i the second subscrigt or R) marks the left or right micro-
'”tef erence ra_t|o gamGree_-n ergeta_., 3 IN NUMErous phone. These impulse responses account for all effects of
realistic experimental settinggKompis and Dillier, 200},

. . ' * source directionality, room reverberation, and sound diffrac-
the noninclusion of frequency dependence remains a limitag, by the listener's head. For the analysis in Sec. V, it is

tion of the model. In the model of the listener, no pinnae or. v enient to convert these impulse responses into four

shoulders are accounted for. This simple model has beeé]ightly different impulse responses B, C, andD as fol-
verified earlier and seems to be sufficient for a number of,, o t

hearing aid applicationd&ompis and Dillier, 1993 As there
are several ways to mount hearing aid microphones with re- A=Gprt Gn=(a9,a1,8z,...),

spect to the pinnae, and as the presented model does not =G =G =(by,by,b )
generally take into account frequency dependence, the inclu- R ENLTRE0 ELEZ T @
sion of pinnae or shoulder effects into the model does not C=Gg (t+Gg,

seem to be justified. Again, however, the noninclusion of the D=G.G

alterations in the frequency spectra due to the head of the TSR PsLe

listener may be a limiting factor for a number of applica- Using this definition, the calculation of the sum and differ-

tions. ence of the microphone signals at the first stage of the adap-
Although the two assumptions th@ the filter has been tive beamformer is already included & B, C, andD, as

adapted in the absence of the target signal afig) ierfectly  shown schematically in Fig. 2.

adapted cannot be expected to be met perfectly in real situ- While the impulse responses between taget sound

ations, these assumptions are reasonably realistic for marspurce and the microphones do not influence filter adaptation

practical applications. Several target-signal detectionAnd can therefore be handled in a simplified manner in Sec.
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S(9)
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0

FIG. 4. Sound pressure at the surface of a head-size® @ cm) rigid
sphere as a function of the angle of sound incidef.c8() represents rms
values relative to free field, for white noise processed by three different
low-pass filters.

Using S(9), the first two coefficients oA andB can be

written as
ag=by=Gy=S(7/2— a,)Fy,
a;=—b,=G,;=S(7/2+ a,)/Fy, ¥
FIG. 3. Schematic representation of the model-transfer funcps G, where Fy is a constant, the value of which will be deter-

A, andB between noise source and the adaptive beamformer. The solid lines,; ; 4 ;
represent the directly incident portions of the noise signal, hatched arezgqmed Shortly. to a.ccount for the dlreCt. t.o reve_rberant_ratlo
represent the reverberant response. ar Of the noise signal. All other coefficients, i.e,b;,i

=2, representing the reverberant part of the room filter are

modeled as a series of independent, normally distributed ran-

VI, a more detailed model of the impulse responses betweefiom variables, where

thenoisesource and the beamformge., G, g, G, A, and 0, i#j

B) is required. These impulse responses are modeled by add- E{aja;}=E{bbj}={ , .

ing the direct response of the microphone which is closer to o, 1=

the noise source in coefficient 0, the direct response to the Elab}=0 (4)

. - . . iMj

microphone farther away from it in coefficient 1, and the

reverberation in coefficients 2 through as depicted in Fig. holds for alli andj. Note that for any given acoustic setting,

3. In general, the difference in the time of arrival between theA andB are linear impulse responses with fixed, well-defined

two microphones will not be exactly one sampling periodand time-independent valuas andb; for all i. However, as

Tsampie@S Modeled, but usually larger, e.g., four samples at &1¢ exact values of every; andb; for the reverberant part

sampling rate OfF gy 10kHz and an azimuth ofy, (i=2) are neither known nor required for the following

=45° (differences smaller thafis,mpeare excluded by the computation, only some relevant statistical properties of the

model definitions in Sec. ]I It was found that larger differ- coefficients are used. Nevertheless, the underlying impulse

ences are negligible as long as the adaptive filter is mucFesponses are time invariant and linear. The variarfcee-

longer than the difference in the time of arrival. In most creases exponentially with the indeas the reverberant por-

practical applications, filters are 10—100 times longer thariion of the signal decays exponentially:

the time-of-arrival difference of the noise sound and this pre- ~ 2_ - - )

requisite is met. e '
The size of the first two coefficients is a function of the whereF , is another newly introduced coefficient to account

angle of incidence of the direct, nonreverberated portion ofor the correct direct-to-reverberant ratio afidis a time

the noise signal. The total rms value of a white noise signatonstantdimensionless, in multiples of the sampling period

at a point on the surface of a rigid sphere at an arfigieith Tsampld-

respect to the angle of incidence and relative to the root- To complete the model of the impulse respon&esnd

mean-square value of the same white noise in free field caB, the three newly introduced variabl&sF, andF, must

be calculated from the formulas provided, e.g., by Schwarbe calculated first. To derive the value of the dimensionless

(1943 or Morse(1983. Figure 4 shows the resulting func- time constani from the reverberation timé&, and the sam-

tion S( ) for a rigid sphere with a radius of 9.3 cm for three pling periodTg,ype the definition of the reverberation time

different frequency bands of 0-2.5, 0-5, and 0-10 kHz(i.e., time required for the reverberant signal to decay by 60

corresponding to sampling rates of 5, 10, and 20 kHz, if ideatiB) can be used:

nonaliasing filters are assumed. The differences between the 7, ITTsample— 10~ 60/10

three curves arise because of the more pronounced diffrac-

tion of the high frequency components of the signals. from which T can be calculated as

(6)
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_ TrFsampIe Po

T ()

6 In(10) PoE(X-dj=| (16
The direct-to-reverberant rati®y, of the noise signal at the P’\;_l
location of the listener can be estimated as
Using these definitions, the vecté® containing theN
re\? filter coefficients of the ideally adapted filter for which the
Par= (E Tn- ®  variance of the output sign&{ e?(k)} becomes minimal can
be written as
Using the two coefficient&y andF ., it is possible to WO=R-1p 17)
adjust the direct-to-reverberant rafy, correctly, '
The noise reductioh can then be expressed as
Gy +GY 2 2 T TR-1
57 -2 =Pan, (9) h=E{d*} —E{e}=W’TP=P"R"!P. (18)
= For the investigated problem, signatsand d are not
and at the same time guarantee that known. However, as the source signas known to be white
" - " noise signal with variance 1, the samplesnadre known to
2 2 2 2 2 be statistically independent. Using the coefficiemtandb;
Z’o a ‘20 b _G°+G1+i§2 o1=1 (10 of the impulse responsesandB, the elements of the cross-

correlation vectol can then be written as
as stated in Sec. Ill in order to keep calculations in the fol-
lowing sections as simple as possible. Using the identity

]

Pi= _ EOA A broiva (19

N e MIT_ o= (N+1)/T =max0A i)

E e 1T= o (1D As long as the samples of the noise signal remain statis-
P l_e_ . . . . .

i=M tically independent in the reference signdk), i.e., after
modification by the impulse respon8g the autocorrelation

matrix R can be approximated by the identity matfix

it can be found that

- \/ Par b R~I. (20)
¢ (14 Py (SP(m2— ayy) + S (rl2+ an))' 12 However, this approximation is reasonably accurate only for
low direct-to-reverberant ratio®y, of the noise signal,
1-e 17 where the statistically independent coefficients of the rever-
Fa:m- 13 berant response dominate the impulse respdhsat high
drr direct-to-reverberant ratios of the noise sigrialand there-
fore x(k) are dominated by the directly incident noise por-
V. APPROXIMATE SOLUTION FOR THE AMOUNT tions and the assumption of statistically independent samples
OF NOISE SUPPRESSION BY THE ADAPTIVE FILTER  y(k) is violated. It can be show(Kompis and Dillier, 2001

In this section, an approximate solution for the amountthat the given approximation is reasonably accurate for

. . . ) ) . direct-to-reverberant ratios of the noise signdy,
gfs noise reductiorh provided by the adaptive filter, defined < +3dB. Using this approximation and Eq48)+ (19), the

noise reductiorn could be calculated if all model coefficients
h=E{d?} - E{€?}, (14 & andb; were explicitly known. Except foag, a;, by, and
b, however, only the expected value, which is zero, and the
is derived. The noise reductidnfor an ideally adapted filter expected variance, which caz are known. Therefork can-
can be calculated analytically if the delayed sum sigt{&) not be calculated, but its expected valEéh} can be ap-
and the reference signa(k) are known. The derivation of proximated by

the corresponding equations can be found in standard text- N—1
books (e.g., Widrow and Stearns, 1986n adaptive filters E{h=E(PTR 1P~ E(p2 21
and is not repeated here. To calculate dpproximatenoise thy=E{ i i:EO {Pi}- @)

reduction for the problem of the adaptive beamformer in a
reverberant room, the following definitions are needed. X et
be a vector of the ladl samples in the reference signal
whereN is the number of coefficients in the adaptive filter.
Then an autocorrelation matrRR can be defined as

There is a meaningful interpretation of this equation. To
simplify the discussion, let the delay in the target signal path
A equal zero for this paragraph only. Equati®1) shows
that in order to calculate the expected value of the noise
reductionh, N positive valuesE{P?} are summed, thus in-
R=E{X-X"}, (15)  creasing the noise reductitrwith the length of the adaptive
filter [P; can never equal zero because of EtP)]. Using
where the superscript stands for transposition ang{ } the program in the Appendix it can even be shown Bt}
denotes the expected value over time. Similarly, let theapproaches 1.e., perfect noise cancellatipfor any rever-
cross-correlation vectd? be beration time with increasing filter lengtihg as long as the
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directly incident portion of the sound remains negligible.terms (pq). As ay, a;, by, andb; are explicitly known

From the schematic representation of the impulse respons@®m Eq. (4), ¢4q can be directly calculated as follows:
A andB and the definition ofP; in Eq. (19) it can be seen

2_ 22 | -

that in environments with short reverberation tinigs only (Go-GY*  [i-A[=0

the first few coefficientss; and b; will contribute signifi- eqdi)=1 (Go-Gp)? [|i—Al=1 (23
cantly to Piz, and Pi2 will therefore only contribute signifi- 0, li-Al=2.

cantly toE{h} for small values of the index Calculating the _ _
contribution of the terms with large values of the indeis ~ For the mixed termpg, the properties

equivalent to shifting the impulse respongeandB signifi- E £ = E{£2V 4+ E{ &2
cantly with respect to each other before multiplying and (Gt & =Raj+E&), (24)
summing the corresponding coefficients in Ef9). There- E{(&1- &) =E{£2}-E{£3),

fore, in situations with short reverberation times, after the . .
first few terms in Eq.(21), E{h} will increase only very of any two independent random variablés and &, can

slowly with N, meaning that already short adaptive filters canbe used, as alg; andb; are independent of each other
Y ' 9 y P for i=2 and independent fronG, and G;. The result

significantly reduce noise. For long reverberation times, the .
P - Vields

reverberant tails in Fig. 3 become long as well, but the f|rsty

few coefficientsa; and b; are smaller than for short rever-

]

beration times because of Ed.0). This means that the con- ‘Pdr(i):k7 ZOA_‘ E{ag}-E{bf_;. .} e
tribution of the first few of theN filter coefficients of the maoaT k—i+A<2
adaptive beamformer are smaller than at short reverberation 0, |i—A]=0

times, but the increase in noise reduction of M 1st co- ’2 5 )

efficient of the adaptive filter is larger for lardeand longer ={ Gl 0fi_a41 [I—Al=1

filters will be needed to reach the same amount of noise Gg.gﬁfAlJrgi.gﬁfAIH, li—Al=2.
reduction. At high direct-to-reverberant rati¢y,, of the (25)

noise source, the first two coefficients AnandB (a9, a;,
by, andb;) representing the direct response are large, an
the effect is similar to that of shortening reverberation time.

éimilarly, using Eqg.(11), the reverberant ternp, can be
calculated as

Because of the approximatidieq. (20)] used, Eq.(21) is *

only valid if the Py, is small, i.e., less than approximately on(i)= > E{af}-E{b_i .}

+3 dB (Kompis and Dillier, 2001 This is a new assumption k=max04 1) K raz2
which was not discussed in Sec. Il and which limits the o

range of applicability of the given analysis. As a conse-

— 2 2
. o g . . —2 Ok Ok+|a—i]
guence, achievable gains in signal-no-noise ratio will be un- k=2

derestimated for situations with high direct-to-reverberant ra- .

: . . . . 4+|A—i

tios of the noise source. Consequences will be discussed in Flexf — ——=——

Sec. VII. _ T (26)
To estimateE{h}, each of theN terms of the sum in 1—e 2T

Eqg. (2 Icul first. Each is itself
g. (23) must be calculated first. Each term is itse a§y substituting Eqs.(23), (25, and (26) into Eq. (22).

using Eg.(21) an approximation forE{h} can now be
calculated.

o0 2
E ) ak'bk—i+A) ]
k=max0A-i) VI. IMPROVEMENT OF THE SIGNAL-TO-NOISE RATIO

D a-b._ ’ To estimate SNR improvement, the level of the target
Kemaa—i) KTl g signal and of the noise signal will be compared at the fol-
k=itd=2 lowing four different points of the signal processing chain
* 2 (cf. Fig. 1) of the adaptive beamforme(i) at the microphone
+E ( 2 a-bia ) with the less favorable SNR lying closer to the noise source
[ k=max0.4-i) s, (index 1), (i) at the microphone with the more favorable
- 5 SNR lying farther away from the noise sour@edex 2, (iii)
+E a-by i after sgmmation of bpth microphone signals, i.e., _sighah
k=max0,A—i) k_lﬁzAD>2 Fig. 1(index 9, and(iv) at the output of the adaptive beam-

former, i.e., signak in Fig. 1 (index B). By calculating the
= @ad(1) + @gli) + @n(i). (220  SNRs in those four signals, the SNR improvement of the
adaptive beamformer can be related to either microphone
The three portions cover the terms concerning the disignal or to the SNR gain of a simple fixed two-microphone
rectly incident portion of the noise onlye(y, the terms beamformenKompis and Diller, 1994 in which both mi-
concerning the reverberant terms only,§, and the mixed crophone signals are summed.
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To calculate the level of the target signal in these fourThe variance of the noise signal at the output of the beam-
signals, the direct-to-reverberant ratio of the target signalormer can then be written as
Qg at the location of the listener can be estimated—in anal-

ogy to Eq.(8)—as Ng=1-E{h}. (33
9 The variance of the reverberant portion of the noise in
Qd/r:<r_°) Ys. (27 the microphone signals is on averagef that of the sum
ls signal, the direct portion of the noise is not changed, thus
As discussed in Sec. V, reverberation must be present for the 1 1
approximation(20) to be valid. Without loss of generality, N1=§' ﬁwé, N2=§- P 1 +G3. (34)
dir dir

the variance of the reverberant portion of the target signal
can therefore be set to 1, and the total variafi@e, includ-  Now the improvement in SNR at the output of the adaptive
ing the directandreverberant portionf the target signal in  beamformer, when compared to the SNR the microphone
the two microphones becomes with the less favorable SNRV(), to the microphone with
the more favorable SNRW,), or when compared to the two
S1=5=1+Qur- (28) microphone fixed beamformek/§) can be calculated as fol-
By adding both microphone signals, which correspondgows:
to the signal processing of a part of the front end of the

adaptive beamformer, thearianceof the (uncorrelated re- V;=10log, ﬂ

verberant portion is doubled, while, assuming perfect align- Ng-S;

ment of the target source, tlanplitudeof the direct portion Sy N,

of the sound is doubled, and therefore its variance is multi- V,=10 Ioglom, (35
plied by a factor of 4. However, this is only true for perfect B

alignment of the target signal source with respect to the mi- Sg-Ng

crophones. In a realistic setting, e.g., for head-sized spacing Vs=10logio Na- S
X . B Os
between the microphones and for a sampling rate of, e.g., ) ] . )
Fsampi= 10 kHz, this is valid for azimuths of the target sig- The FORTRAN subroutine provided in the Appendix performs
nal sourceas=—3°...+3°. If the misalignment gives rise all computations necessary to determine all three SNR im-
to a time difference of more than approximately,,ye  PrOVEMents in Eq39).
which in the above-mentioned example occursrgt>10°,
uncorrelated samples of the white noise signal will add up!l. DISCUSSION
and the variance of the direct portion of the signal is only

doubled. To account for this effect, an alignment facids _provement of an adaptive beamformer in the given model

introduced, which can be assessed experimentally idging is based on a number of assumptions and approxima-
anechoic environments and will, for white noise, yield valuesgns “Its applications are therefore limited. A set of under-

in the range of 4perfect alignmentdown to approximately |ying assumptions have been listed and discussed in Sec. Il
2 (no alignment The variance of the target signal portion in e aqditional limitation concerning the range of validity of
the sumd” can thereby be written as the predictions is not listed in Sec. Ill, as it is not a conse-
Ss=2+A-Qq. (29) quence of the underlying model but rather of the approxima-
tion used in Eq.(20). For this approximation to be appli-
€able, the direct-to-reverberant rafiy,, of the noise source
must be small, as stated in Sec. V. This limits the predictions
Sp=2+(4—A)-Qqy. (300  to situations with at least a small level of reverberation. It

. . . can be shown experimentalliKompis and Dillier, 200
As, according to the model assumptions, noise and tar; b omp 1

t signal lated and as the it daoted i that, for realistic sets of parameter values, it is sufficient for
get signal are uncorrelated and as the Tiiewas adapted in P4 to be below approximately-3 dB for reasonably accu-
the absence of the target signal, the variance of the targ

signal portion in the reference signalwill increase by the Ve predictions. For hight?y,, SNR improvement will be

T R systematically underestimated. However, for many applica-
foJic.tor (I):_fw(ol;,)vo a(tjthe OUtPUt (:f thgzg)dapg\(/zelf)lltﬁllg?alﬁ). tions, this is not a serious limitation. As the model is limited
sing 4. and approximation an » ISTACION 4y 16\ direct-to-reverberant ratios of theise source only,
can be shown to be equal Efh}. The variance of the target

ianal at the outbL of the adantive beamformer can now be predictions for high direct-to-reverberant ratios of taeget
si9 utp ptv . W signal source are not affected by this limitation. Although as
written as the sum of the variances of the filtered referenc

ianal d the delaved igna % side effect of the precedence effect it may not always be
sighaly and the delayed sum sig easy to appreciate the amount of reverberation subjectively,
Sg=Sst+E{h}-Sp. (31 in many acoustic settings in rooms with realistic amounts of

So much for the target signal. As to the signal of the noisereverberanon direct-to-reverberant ratios are bele® dB

. . ) . even at distances well below 1 rfiKkompis and Dillier,
source, its variance in the sum sigrdll can be set to 1 :
: L 2001, and users of the system will probably tend to keep
without loss of generality:

away from disturbing noise sources, thus further decreasing
Ng=1. (32 direct-to-reverberant ratio. Mainly in anechoic environments,

The presented procedure used to estimate the SNR im-

Similarly, the variance of the target signal in the referenc
pathx becomes
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however, where the adaptive beamformer is known for itgeplace experiments completely, but experiments and predic-
excellent performancéPetersoret al,, 1987, the presented tions can complement each other favorably. One potential
method does not adequately predict SNR improvement.  application of the presented algorithm is to enable a valida-
For hearing aid applications, the primary goal is im-tion of experimental data, e.g., if experimental results are
proved speech intelligibility and not improved SNR, as pre-either unexpectedly favorable or unexpectedly poor. If the
dicted by the presented method. Because some frequengyedictions are sufficiently verified experimentally, many
bands contribute more to speech intelligibility than otherstime-consuming experiments can be even omitted com-
SNR improvement may correlate poorly with improvementpletely in the early stages of the development of a practical
in speech recognition, if substantial differences betweemdaptive beamforming noise reduction system.
SNR improvements in different frequency bands exist. How-  Probably the most interesting application is the study of
ever, it can be shown that in the present context, SNR anthe complex behavior of the adaptive beamformer in a wide
intelligibility-weighted gain (Greenberget al, 1993 agree variety of acoustic situations within a reasonable time span.
reasonably for a wide range of relevant experimental condiA first effort in this direction is presented in a companion
tions (Kompis and Dillier, 2001 paper(Kompis and Dillier, 2001
The validation of the predicted SNR improvements is of ~ Because of the numerous underlying assumptions and
major importance. Validation of the prediction procedure bythe approximation used, there is considerable room for im-
comparisons to published experimental data is complicategrovement for the presented prediction algorithm. Extension
by several factors. Comparisons are limited to experimentt situations with highePy, to frequency-dependent pre-
which meet or at least approach the model assumptions listedictions of the SNR improvement, or extensions to cases
in Sec. Ill. Comparisons are not possible if different numberg’sing other numbers or arrangements of microphdReter-
or arrangements of microphones or several noise sources a$en et al, 1990; Greenberg and Zurek, 1992; Kates and
used (e.g., Petersoretal, 1990; Greenberg and Zurek, Weiss, 1995 or directional microphonesKompis and
1992. As the proposed prediction method is limited to re- Dillier, 1994; DeBrunner and McKinney, 199&ight prove
verberant conditions, comparisons with experiments irfo be very useful.
anechoic environment®etersoret al, 1987; Petersoat al., To perform the relatively complex calculations to pre-
1990; Greenberg and Zurek’ 19%e not meaningfuL Some dict SNR improvements, BORTRAN subroutine is provided
of the results reported in the literature list the improvementn the Appendix FORTRANWwas chosen as it is still one of the
in terms of speech recognition scores rather than SNR im0st widely used programming languages among scientists
provement, and in some instances it is not possible to extra@d engineergKornbluh, 1999 and its code can be easily
the latter information from these datompis and Dillier, ~ translated to other programming languages.
1994; van Hoesel and Clark, 1999n some reportgvan Despite the above-discussed drawbacks and limitations,
Hoesel and Clark, 1995; Hamachetral, 1996, no data on the presented method to predict the SNR improvement of
the directionality of the sound sources are given. Directiondaptive beamformer may be a useful tool in the design and
ality of the sound sources are required input parameters tiirther development of adaptive multimicrophone noise re-
calculate the predicted SNR improvement using the preduction systems for conventional hearing aids and cochlear
sented method. For these reasons, a series of 92 experimeHfPlants. With its unique possibility to preliminarily evalu-
using the adaptive beamformer was performed and exper?—‘te different adaptive beamformers in a wide range of acous-

mental results were compared to the predicted SNR improveiC Settings, it may help to point to new directions in research
ments. These data are reported separatélgmpis and by showing where inherent limitations of the current adap-
Dillier, 2001). tive beamformer design need to be overcome by innovative

Despite some limitations, the presented prediction®ONCePts.

method offers several advantages over actual experiments in

real or simulated environments. Results for a wide range of; sSUMMARY

acoustic settings can be obtained in a fraction of the time

required for actual experiments. Results are substantially less A method to predict the SNR improvement of a two-

prone to errors and problems in the experimental setting sucfiicrophone adaptive beamformer in a reverberant environ-

as programming errors, inadvertently wrong entry of simulament has been presented. Predictions are limited to static

tion data, wiring or microphone problems, etc. Furthermore$ituations with one noise and one target signal source and

predictions are not influenced by technical limitations of ex-Perfect adaptation of the adaptive filter is assumed.

perimental settings such as limited resolution of analog-toA FORTRAN subroutine to perform the necessary calculations

digital converters, nonideal adaptation of the adaptive filternas been provided. A systematic validation study of the pre-

effects of electrical or acoustic noise, etc. Therefore, the predictions is provided in a separate tektompis and Dillier,

dictions offer a unique method to differentiate between200D.

implementational and/or experimental limitations and limita-

tIOI”IS. of the adaptlvg beamformu_’\g method per se. Even if th%\CKNOWLEDGMENTS

prediction method is not used, it may be helpful for experi-

ments by providing a list of parameters which have to be  This work was supported by the Swiss National Re-
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The presented prediction method cannot be expected t66352.99, and Ascom Tech Ltd.
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APPENDIX: FORTRAN SUBROUTINE

SUBROUTINE BEAMF(V,Tr,Fls,GammaS, A, Fln, INDEX=INT (RINDEX)
1 GammaN, AlphaN, Fsampl,N, ID, V1, V2, Vs) RINDEX=RINDEX-INDEX
C Input: S8T0=S (IFS, INDEX) * (1. -RINDEX) +
C V Volume of room (m3) 1 S{IFS,INDEX+1)*RINDEX
cC Tr Reverberation time Tr (s) RINDEX=AlphaN/18.+6.
C Fls Distance listener - target signal INDEX=INT (RINDEX)
c source (m) RINDEX=RINDEX-INDEX
C GammaS Index of directionality of target ST1=S(IFS, INDEX) *
C signal source 1 (1.-RINDEX) +S (IFS, INDEX+1) *RINDEX
C A Alignment factor for target signal Fd=SQRT (Pdr/ ((1.+Pdr) *
C source (range 2 to 4) 1 (SQR(STO)+SQR(ST1))))
C Fln Distance listener-noise source (m) Fsigma=(1.-EXP(-1./T)}/
C GammaN Index of directionality of target 1 ((1+Pdrx)*EXP(-2./T))
C signal source GO0=Fd*STO
C AlphaN Azimuth of noise source (degrees) Gl=Fd*ST1
C Fsampl Sampling rate (Hz) h=0.
C N Number of coefficients in the DO 100 I=0,N-1
c adaptive filter PHIdd=0.
c ID Delay in target signal path (in IF (IABS(I-ID).EQ.1) PHIdd=SQR(G0*Gl)
C multiples of 1/Fsampl) IF(I.EQ.ID) PHIAd=SQR(GO*GO0-G1l*Gl)
C Output: PHIdr=0.
c vi SNR-improvement vs. IF(IABS(I-ID).EQ.1) PHIdAr=G1l*Gl*
C signal of microphone 1 (dB) 1 SIGMA2 (IABS(I-ID)+1,Fsigma,T)
c V2 SNR-improvement vs. IF(IABS(I-ID).GE.2) PHIdAr =
C signal of microphone 2 (dB) 1 GO*GO*SIGMA2 (IABS(I-ID) ,Fsigma,T)+
C Vs SNR-improvement vs. 1 Gl*Gl*SIGMA2 (IABS(I-ID)+1,Fsigma,T)
C sum of microphone signals (dB) PHIrr=SQR(Fsigma) *
C Array for function S(theta) for 3 sampling 1 EXP((-4-IABS(I-ID))/T)/(1.-EXP(-2./T))
C rates Fsampl=5,10,and 20kHz P2=PHIdd+PHIdr+PHIrr
DIMENSION S(3,11) h=h+P2
DATA(S{1,I),I=1,4)/1.59,1.57,1.52,1.42/ 100 CONTINUE
DATA(S(1,I),I=5,8)/1.29,1.13,0.97,0.84/ S1=1.+Qdr
DATA(S(l I),I=9,11)/0.76,0.93,1.10/ §2=81
DATA(S(2,I),I=1,4)/1.78,1.75,1.69,1.59/ Ss=2.+A*Qdr
DATA(S(2,I),I=5,8)/1.42,1.21,0.98,0.79/ SD=2.+(4.-A)*Qdr
DATA(S(2,I),I=9,11)/0.68,0.72,1.09/ SB=8s+h*SD
DATA(S(3,I),I=1,4)/1.85,1.86,1.81,1.73/ FNs=1.
DATA(S(3 I), I 5,8)/1.53,1.26,0.96,0.71/ FNB=1.-h
DATA(S(3,I),I=9,11)/0.57,0.58,1.06/ FN1=0.5/(1.+Pdr) +G0*GO
re=0. 057*SQRT (V/Tr) ! critical distance FN2=0.5/(1.+Pdr) +G1*G1l
Pdr=SQR (r¢/Fln) *GammaN V1=10.*ALOGL0( (SB*FN1) / (FNB*S1))
Qdr=SQR (rc/Fls) *Gammas V2=10.*ALOG10 ( (SB*FN2) / (FNB*S2))
T=Tr*Fsampl/13.815 ! 13.815=6*1n 10 Vs=10.*ALOG10 ( {(SB*FNs) / (FNB*Ss) )
IFS=2 RETURN
IF (Fsampl.LT. 7500.) IFS=1 END
IF (Fsampl.GT.15000.) IFS=3 FUNCTION SIGMA2(I,Fsigma,T)
C limit AlphaN to values of 0...90 degrees SIGMA2=Fsigma*EXP(-I/T)
C because of symmetry RETURN
AlphaN=ABS (AlphaN) END
IF(AlphaN.GT.90.) AlphaN=180.-AlphaN FUNCTION SQR(X)
C S(theta) for position of each microphone SQR=X*X
C (ST0,ST1) by interpolation RETURN
RINDEX=(90.-AlphaN) /18.+1. END
Bachler, H., and Vonlanthen, A1995. “Audio-Zoom Signalverarbeitung weighted measures of speech-to-interference ratio and speech system per-
zur besseren Kommunikation im ‘8sghall,” Phonak Focu48, 1-20. formance,” J. Acoust. Soc. AnB4, 3009-3010.
Cochlear, Inc.(1997. “Introducing the Audallion BEAMformer Digital ~ Greenberg, J. E., and Zurek, P. ML992. “Evaluation of an adaptive
Noise Reduction System,” Cochlear Clinical Bulletin, April, 1-5. beamforming method for hearing aids,” J. Acoust. Soc. A, 1662—
Cox, H., Zeskind, R. M., and Kooij, T1986. “Practical supergain,” IEEE 1676.
Trans. Acoust., Speech, Signal ProcesSSP-34 393-398. Griffiths, L. J., and Jim, C. W(1982. “An alternative approach to linearly

DeBrunner, V. E., and McKinney, E. @1995. “Directional adaptive least constrained adaptive beamforming,” IEEE Trans. Antennas Proag.

mean square acoustic array for hearing aid enhancement,” J. Acoust. Soc. 27_34.
Am. 98, 437-444. - “ :
. e . o . Hamacher, V., Mauer, G., and Bog, W. H. (1996. “Untersuchung eines
Dillier, N., Frohlich, T., Kompis, M., Bagli, H., and Lai, W. L.(1993.

“Digital signal processingdDSP applications for multiband loudness cor- gda[?’tlven beamformlng—systems zur iinterdfickung fir I—!prgescht.i—
rection digital hearing aids and cochlear implants,” J. Rehabil. Res. Dev. igte,” Proceedings of the 22er Deutsche  Jahrestagung Akustik
24, 95-109. (DAGA), Bonn, Germanyunpublishegl
Graupe, D., Grosspietsch, J. K., and Basseas, S1987. “A single- Kates, J. M.(1997). “Relating change in signal-to-noise ratio to array gain
microphone-based self-adaptive filter of noise from speech and its perfor- for microphone arrays used in rooms,” J. Acoust. Soc. Al 2388
mance evaluation,” J. Rehabil. Res. D&4, 119-126. 2390.
Gravel, J. S., Fausel, N., Liskow, C., and Chobot(1899. “Children’s Kates, J. M., and Weiss, M. R1996. “A comparison of hearing-aid array-
speech recognition in noise using omni-directional and dual-microphone processing techniques,” J. Acoust. Soc. A98, 3138-3148.
hearing aid technology,” Ear Hea20, 1-11. Kochkin, S.(1993. “Consumer satisfaction with hearing instruments in the
Greenberg, J. E., Peterson, P. M., and Zurek, P(1993. “Intelligibility- United States,” The Marketing Edge, Special issue June 1993, pp. 1-4.

1132 J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 M. Kompis and N. Dillier: Adaptive beamformer. 1. 1132



Kochkin, S.(1996. “Customer satisfaction and subjective benefit with high Peterson, P. M., Wie, S. M., Rabinowitz, W. M., and Zurek, P.(0290.

performance hearing aids,” Hearing Re3;.16—26. “Robustness of an adaptive beamforming method for hearing aids,” Acta
Kompis, M. (1998. “Improving speech intelligibility with multi- Oto-Laryngol., Suppl469, 85-90.

microphone noise reduction systems for hearing aids,” Curr. Top. AcoustSchwarz, L.(1943. “Zur theorie der Beugung einer ebenen Schallwelle an

Res.2, 1-16. der Kugel,” Akust. Z.8, 91-117.

Kompis, M and DiIIier,_N.(199]). “Noise reduction for hearing aids:  ggede, W., Berkhout, A. J., and Bilsen, F. (A993. “Development of a
Evaluation of the adaptive beamformer approach,” Proc. Annu. Int. Conf. new hearing instrument based on array technology,” J. Acoust. Soc. Am.
IEEE Eng. Med. Biol. Soc13, 1887-1888. 94, 785-798.

o g e o g e ohes S, . W, and Rabinouiz, W. U199, “On the poteal o e
uding sou y ' arrays for hearing aids,” J. Acoust. Soc. ABY, 1332-1342.

J. Acoust. Soc. Am93, 2779-2787. - . . . "
Kompis, M., and Dillier, N.(1994. “Noise reduction for hearing aids: Valente, M.(1999. “The bright promise of microphone technology,” Hear.

Combining directional microphones with an adaptive beamformer,” J. J.51, 10-15. B .
Acoust. Soc. Am96, 1910—1913. Valente, M., Fabry, D. A., and Potts, L. GL995. “Recognition of speech

Kompis, M., and Dillier, N.(2001). “Performance of a two-microphone in noise with hearing aids using dual microphones,” J. Am. Acad. Audiol.
adaptive beamforming noise reduction scheme for hearing aids. II. Experi- 8 440-449.
mental verification of the predictions,” J. Acoust. Soc. At@9, 1134—  Van Compernolle, D(1990. “Hearing aids using binaural processing prin-
1143. ciples,” Acta Oto-Laryngol., SuppK69, 76—84.

Kompis, M., Dillier, N., Francois, J., Tinembart, J., andudker, R.(1997. Vanden Berghe, J., and Wouters(1998. “An adaptive noise canceller for
“New target-signal-detection schemes for multi-microphone noise- hearing aids using two nearby microphones,” J. Acoust. Soc. 203,
reduction systems for hearing aids,” Proc. Annu. Int. Conf. IEEE Eng. 3621-3626.

Biol. Soc.19, 1990-1993. van Hoesel, R. J. M., and Clark, G. Ni1995. “Evaluation of a portable

Kompis, M., Feuz, P., Franis, J., and Tinembart, J1999. “Multi- two-microphone adaptive beamforming speech processor with cochlear
microphone digital-signal-processing system for research into noise reduc-implant patients,” J. Acoust. Soc. An87, 2498—2503.
tion for hearing aids,” Innovation Technol. Biol. Medicir#®, 201-206.  \elker, D. P., Greenberg, J. E., Desloge, J. G., and Zurek, R1887.

Kompis, M., Oberli, M., and Brugger, U2000. “A novel real-time noise “Microphone-array hearing aids with binaural output. 1. A two-
reduction system for the assessment of evoked otoacoustic em'ss'ons-”microphone adaptive system,” IEEE Trans. Speech Audio Process.
Comput. Biol. Med.30, 341-354. 543-551. '

Kornbluh, K. (1999. “Math and science software,” IEEE Spectr. January, Whitmal, N. A., Rutledge, J. C., and Cohen(1996
88-91. SR e ’

Kuhn, G. F.(1977. “Model for the interaural time difference for the azi-
muthal plane,” J. Acoust. Soc. An62, 157-167.

Lim, J. S., and Oppenheim, A. (1979. “Enhancement and bandwidth
compression of noisy speech,” Proc. IEBE, 1586—-1604.

“Reducing correlated
noise in digital hearing aids,” IEEE Eng. Med. Biol. Matj5, 88—96.

Widrow, B., Glover, J. R., McColl, J. M., Kaunitz, J. M., Williams, C. S.,
Hearn, R. H., Zeidler, J. R., Dong, J. R., and Goodlin, R.(Q75.
“Adaptive noise cancelling: Principles and applications,” Proc. |IE&E

Lurquin, P., and Rafhay, $1996. “Intelligibility in noise using multimi- %692_1716- . ) )
crophone hearing aids,” Acta Oto-Laryngol. Befp, 103—109. Wldrow,_ B., and Stearns, S._ D(1985. Adaptive Signal Processing

Morse, P. M.(1983. Vibration and SoundAmerican Institute of Physics, (Prentice—Hall, Englewood Cliffs, N.J S
New York), 2nd (Paperbackprinting, Chap. 27, pp. 311-326. Wouters, J., Litiee, L., and van Wieringen, A1999. “Speech intelligibil-

Peterson, P. M., Durlach, N. I., Rabinowitz, W. M., and Zurek, P. M. ity in noisy environments with one- and two-microphone hearing aids,”
(1987. “Multimicrophone adaptive beamforming for interference reduc- Audiology 38, 91-98.
tion in hearing aids,” J. Rehabil. Res. De24, 103-110. Zwicker, E., and Zollner, M(1984). Elektroakustik(Springer, Heidelbeng

1133 J. Acoust. Soc. Am., Vol. 109, No. 3, March 2001 M. Kompis and N. Dillier: Adaptive beamformer. I. 1133



